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Abstract

This study describes the meta-analysis and kinetic modelling of gene expression control by sigma factor SigA of Bacillus subtilis during germination and outgrowth based on microarray data from 14 time points. The analysis computationally models the direct interaction among SigA, SigA-controlled sigma factor genes (sigM, sigH, sigD, sigX), and their target genes. Of the >800 known genes in the SigA regulon, as extracted from databases, 311 genes were analysed, and 190 were confirmed by the kinetic model as being controlled by SigA. For the remaining genes, alternative regulators satisfying kinetic constraints were suggested. The kinetic analysis suggested another 214 genes as potential SigA targets. The modelling was able to (i) create a particular SigA-controlled gene expression network that is active under the conditions for which the expression time series was obtained, and where SigA is the dominant regulator, (ii) suggest new potential SigA target genes, and (iii) find other possible regulators of a given gene or suggest a new mechanism of its control by identifying a matching profile of unknown regulator(s). Selected predicted regulatory interactions were experimentally tested, thus validating the model.

1. Introduction

Bacillus subtilis is a model soil-dwelling, spore-forming organism. Its gene expression is controlled by various sigma factors [1] that, depending on the conditions, associate with RNA polymerase (RNAP). Sigma factors allow RNAP to recognize specific promoter sequences to initiate transcription of target genes. B. subtilis contains 19 different sigma factors, including the main sigma factor, SigA [2].

The past several years have witnessed an explosion in the amount of available experimental evidence from transcriptomic studies [3]. Much of the information contained in these studies is still under-exploited, and our understanding of regulatory networks in B. subtilis is far from
complete. Mining transcriptomic databases offers an opportunity to provide new insights into sigma factor-controlled networks.

A crucial task involved in inferring gene regulatory networks in bacteria is the identification of the target genes of sigma factors. There are two main methods to discover such target genes: chromatin immunoprecipitation (ChIP) experiments and gene expression analysis. ChIP methods (ChIP-chip and ChIP-seq) test for physical interactions between sigma factors and gene promoter sequences. However, it has been shown that this static binding information may also include silent binding events that do not directly enhance transcription [4, 5]. To increase certainty, ChIP experiments are complemented with RNAseq experiments in strains with deletions in the sigma factors of interest. However, these deletions are not possible for essential sigma factors, for which a different approach must be employed.

One such approach is the kinetic modelling of gene expression, which is a highly useful tool for discovering regulatory networks. Various methods to infer gene regulatory networks from gene expression data have been suggested, based on ordinary and stochastic differential equations, neural networks, dynamic Bayesian networks, and information theoretic- or correlation-based methods, which have been reviewed by Bansal et al., Penfold and Wild [6, 7] and Bar-Joseph [8]. Similar to ChIPseq, kinetic modelling alone is not sufficient to reliably determine regulation networks, and multiple sources of information have to be combined.

Currently, in addition to experimental papers, several databases of regulatory interactions based on literature mining have emerged. These databases are non-specific in the sense of particular developmental processes of bacteria. They collect information about regulatory interactions between the regulator and its targets, regardless of the conditions under which the particular experiment was made. A combination of kinetic expression modelling obtained for particular experimental conditions with static and databased data may provide new insight into the kinetics of the control of sigma factors and their target genes and consequently allow modelling of gene expression kinetics in the sigma factor-controlled network.
In this study, we focused on the regulatory network of the *B. subtilis* primary sigma factor SigA, which has been reported to control over 800 genes, including genes for 8 alternative sigma factors. SigA is the main, vegetative, and essential sigma factor that is active mainly in the exponential phase and is responsible for transcription of housekeeping genes [9]. Here, based on 14 data points from germination and subsequent outgrowth of *B. subtilis* cells [10] we created a kinetic model of the SigA-controlled regulatory network under these conditions. The goal was to provide insight into how many and which genes are directly regulated by this sigma factor without the need to invoke additional regulatory layers. We also predicted new potential targets of SigA and provided experimental verification for some of them. For genes that did not match the SigA kinetic profile (mRNA encoding SigA), we suggested alternative sigma factors that were capable of modelling their expression profiles.

2. **Materials and Methods**

2.1. **Data acquisition**

2.1.1. **Time series of gene expression**

We downloaded the *B. subtilis* transcriptomic microarray data from 14 time points (0, 5, 10, 15, 20, 25, 30, 40, 50, 60, 70, 80, 90 and 100 min) obtained during germination and outgrowth as previously reported [10] from GEO [http://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE6865](http://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE6865). Briefly, the generation of *Bacillus subtilis* 168 spores was induced by the depletion of defined MOPS medium during 4 days of shaking at 37°C. Subsequently, spores were activated in the germination medium by thermal treatment at 70°C for 30 min. The release of dipicolinic acid in the medium during spore germination was monitored using the terbium fluorescence assay. During germination and outgrowth, samples for RNA isolation were drawn at regular intervals. RNA was isolated from spores and outgrowing spores and then reverse transcribed to cDNA. Cy-labelled cDNA was made by the direct incorporation of Cy-labelled dUTP. Samples were hybridized to microarray slides, and microarrays were scanned using an Agilent G2505 scanner. Data were averaged over repeated samples. For further processing, the original log2-based data
were exponentiated.

2.1.2. Sigma factor regulons
The sigA regulon genes were downloaded from SubtiWiki ([http://www.subtiwiki.uni-goettingen.de](http://www.subtiwiki.uni-goettingen.de) [2] and DBTBS (dbtbs.hgc.jp) [11]. The database contains a collection of experimentally validated gene regulatory relations of *B. subtilis* genes constructed by surveying literature references. Among the SigA target genes (850), eight other sigma factors were found (SigD, SigH, SigM, SigX, YlaC, SigE, SigF and SigG). SigE, SigF, SigG and YlaC were excluded from the analysis because their expression profiles were too low and could therefore be subject to high experimental variance, which could lead to misinterpretations of the modelling results. For the other alternative sigma factors, their regulons were downloaded from SubtiWiki – SigD (73 genes), SigH (48 genes), SigM (84 genes) and SigX (31 genes). Some genes were members of more than one regulon. Altogether, a list of 1087 genes was compiled. The dataset contains time series of 4008 genes.

2.2. Kinetic model of gene expression
A kinetic model of gene expression controlled by a sigma factor that was originally developed by Vohradsky [12] and further revised and extended [13-15] was used in this study. The model was derived from the assumption that the mRNA level of a gene controlled by a sigma factor is determined by the concentration of the sigma factor binding in complex with RNA polymerase to the promoter region. The probability of the sigma factor binding to the gene promoter is determined by the sigma factors’ binding strength and the number of molecules around the promoter. Transcription is a discontinuous process that depends on the actual binding of the holoenzyme to the promoter. When the number of sigma factors molecules is low, the probability of triggering transcription of a given gene is also low. With increasing amounts of sigma factor molecules, the probability of a gene transcription event increases until the promoter is saturated and the expression rate becomes constant. The relation between the accumulation of transcribed mRNA and sigma factor concentration can thus be described mathematically by a sigmoid with parameters reflecting the strength of binding, reaction delay and mRNA degradation rate. The sigmoidal shape of the function was also
confirmed by the results of stochastic simulations (e.g., [16-19]). The model used in this study has the following form:

$$\frac{dy_i}{dt} = \frac{k_{1i}}{1 + \exp[-w_i R(t + \Delta t) + b_i]} - k_{2i}y_i$$

where $y_i$ represents the concentration of the genes mRNA and $R_i$ is the concentration of the $j$-th sigma factor modulated by parameter $w_i$, which corresponds to binding strength to the promoter. The $b_i$ and $\Delta t$ parameters correspond to the reaction delay. The accumulation of the mRNA of the gene $i$ is diminished by degradation described by the term $k_{2i}y_i$.

Since the expression data are noisy, we smoothed the data prior to computation with a piecewise cubic spline with 6 knots (the best number of knots was determined empirically)[20]. By smoothing, the results were more robust with respect to the low-frequency phenomena expected in gene expression data. A further advantage of smoothing is that it lets us subsample the fitted curve at arbitrary resolution. We subsampled the profiles at 1-minute time steps, which allowed us to integrate (Eq. 1) accurately with a computationally cheap Euler method. The parameters of the model for individual sigma factor-transcribed gene combinations were optimized using a simulated annealing scheme by minimizing an objective function

$$E = \sqrt{\sum (y - \tilde{y})^2}$$

where $y$ represents the measured mRNA concentration time series proportional value and $\tilde{y}$ represents the time series computed using the model equation 1. For each profile, optimization was repeated 100 times with random values as estimates of the initial parameters, and those parameters that gave the smallest $E$ were selected from the 100 runs.

The expression values of the sigma factor-transcribed genes from the 14 time points were provided. This data set was subsequently analysed. The goal was to identify parameters that
would give the best fit of the model to the actual profile of a given regulated gene with the sigA (or other considered sigma factor) profile as the regulator. The regulatory interaction between a sigma factor and a gene was accepted; i.e., the control of the transcribed gene by the given sigma factor was considered possible, if the profile $\hat{y}$ computed with the best set of parameters was within the confidence interval of the measured profile (y) in at least 12 measured time points of the profile (this constraint was chosen to minimize the influence of the first and last time points that have the highest experimental and spline fitting errors). When the confidence interval could not be determined from the experimental data, a flat value of 20% of profiles maximum was used as the confidence interval.

2.3. **Experimental validation**
In the following two sub-sections, the strains, plasmids and experimental conditions used for experimental verification of computational predictions are listed.

### 2.3.1. Bacterial strains and plasmids
Strains and plasmids are listed in Table 1.

Competent *E. coli* cells, protein-expression strain BL21 (DE3), were prepared according to methods described by Hanahan [21].

**Table 1. List of strains and plasmids**

<table>
<thead>
<tr>
<th>Strain/Plasmid</th>
<th>Relevant characteristics</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>B. subtilis</em></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BSB1</td>
<td>wt BaSysBio</td>
<td>[3]</td>
</tr>
<tr>
<td>MH5636</td>
<td>rpoC-His10</td>
<td>[22]</td>
</tr>
<tr>
<td><em>E. coli</em></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LK22</td>
<td>BL21 pCD2/Bsu_sigA</td>
<td>[23]</td>
</tr>
<tr>
<td>LK1</td>
<td>pRLG770 with Pveg (-38/-1,+1G)</td>
<td>[24]</td>
</tr>
</tbody>
</table>
2.3.2. Media and growth conditions

For protein purification, the strains were cultured in Luria-Bertani (LB) medium at 37°C with continuous shaking.

Proteins purification

*Bacillus subtilis* RNAP with a His10-tagged β’ subunit was purified from the MH5636 strain. The purifications were performed as described previously [22].

SigA was overexpressed from plasmid pCD2 [23] and purified as described previously [25].

Transcription template preparation

Linear PCR products of putative promoter sequences were used as templates for *in vitro* transcription assays. The primers are listed in Table 1 and in Supplemental_Table_S1. Putative promoter sequences were PCR-amplified using wt *B. subtilis* gDNA as the template. The only exception was the control Pveg promoter, which was amplified from the LK1 plasmid containing a cloned Pveg fragment. The wt Pveg promoter starts with an adenosine. Here, we used a variant that starts with guanosine. This alteration does not change the properties of the promoter [24]. All PCR reactions were performed using the Expand High Fidelity System (Roche). The purification of PCR constructs was performed using Agencourt AMPure XP beads (Beckman Coulter) according to the manufacturer’s protocol. All constructs were verified by sequencing.

In vitro transcription assays

The RNAP holoenzyme was reconstituted with a saturating concentration of SigA. Reconstitutions were performed in a glycerol storage buffer (50 mM Tris–HCl, pH 8.0, 0.1 M NaCl, 50% glycerol) for 10 min at 37°C.

Multiple round transcription reactions were carried out in 10-μl reaction volumes with 30 nM RNAP holoenzyme and 50 ng of linear DNA template. The transcription buffer contained 40 mM Tris-HCl (pH 8.0), 10 mM MgCl2, 1 mM dithiothreitol (DTT), 0.1 mg/ml BSA (bovine serum albumin) and 60 mM NaCl. ATP, CTP, and GTP were at 200 μM, and UTP was at 10 μM plus 2 μM radiolabelled [α-32P]UTP.
All transcription experiments were done at 37°C. Transcription was induced by adding reconstituted RNAP holoenzyme and allowed to proceed for 15 min. Transcription was stopped with equal volumes (10 μl) of formamide stop solution (95% formamide, 20 mM EDTA [pH 8.0]). Samples were loaded onto 7 M urea–7% polyacrylamide gels and electrophoresed. The dried gels were scanned with Molecular Imager FX (Bio-Rad) and were visualized and analysed using the Quantity One software (Bio-Rad).

2.4. Creation of promoter sequence logos
The promoter sequence logos (Figure 7) were created using WebLogo 3 tool available online (http://weblogo.threeplusone.com/create.cgi). Sequences that served as templates for the logos are in Supplemental_Tables 6 and 7.

1. Results

1.1. SigA regulon
To begin describing the SigA regulatory network in B. subtilis, we used transcriptomic microarray data from 14 time points (0, 5, 10, 15, 20, 25, 30, 40, 50, 60, 70, 80, 90 and 100 min) obtained during germination and outgrowth as previously reported [10]. Subsequently, we extracted the known SigA regulon genes from SubtiWiki and DBTBS, and created and analysed their kinetic profiles based on the gene expression time series from the work of Keijser et al. [10] and the model of gene expression presented in Methods.

The list of all SigA regulon genes analysed, together with the model parameters and analysis results, are shown in Supplemental_Table_S2. The analysis was performed on respective mRNAs, but for more intuitive understanding, we refer in the text to the regulators (sigma factors) as proteins. Prior to the modelling step, the expression profiles of the SigA regulon were checked for consistency, and genes with low values of maximal expression were excluded. This was necessary because profiles with low expression values had high experimental variance, and further analysis of these profiles could lead to misinterpretation. Additionally, 65 genes with a flat profile, i.e., those that were constitutively expressed, were
excluded. Altogether, we excluded 539 genes. These genes may or may not be controlled by SigA, but we could not perform a reliable kinetic analysis on them.

The remaining 311 profiles were subjected to a kinetic analysis, as described in the Methods. The parameters of the model allowed us to define the mode of action of SigA (and other studied sigma factors) according to the value and sign of the parameter $w$. The parameter $w$ characterizes how much and in which direction (positive, negative) a given sigma factor affects the expression of a target gene. The sign of $w$ determines how the controlled gene responds to the changing expression level of the sigma factor. If the sign is positive, the expression level of the controlled gene increases with increasing levels of the sigma factor; if the sign is negative, the expression level of the controlled gene decreases, and the expression profile is inversely correlated with the expression profile of the sigma factor (for examples, see Figure 1).

![clpY and glpK profiles](image)

**Figure 1.** An example of positively (left, clpY) and negatively (right, glpK) controlled genes during germination and outgrowth. Red - $\text{sigA}$ mRNA profile; blue - primary values (relative RNA levels) for target gene profiles; green - modelled profiles of the target gene.

Mechanistic explanations can be arbitrary, and include other regulatory effects that occur
pre- or post-transcriptionally. Although such mechanisms can, in some cases, be included in the model if their nature is known, such events are generally not covered by the model and are only reflected in the sign of the parameter w. Possible models of negative control (w<0) are discussed for specific cases below. The fit of the model to the measured expression of the controlled gene was assessed for goodness of fit, and those model parameters fitting the experimental profile of the regulated gene within the confidence interval were selected. The results of the kinetic analysis revealed two principal groups of genes: (i) those whose profiles could be modelled with SigA as the regulator (the model expression profile fitted the measured expression profile within confidence interval, Table 2) and (ii) those which could not (the model could not fit the measured expression profile, Table 3). A total of 190 genes associated with 113 operons could be modelled using SigA as the regulator, and 121 (from 56 operons) could not be modelled. Of the 190 genes that were found to be controlled by SigA, 156 genes (organized in 89 operons) were found to be positively controlled by SigA, and 35 genes (organized in 22 operons) were negatively controlled by SigA (see Table 2).

Table 2. List of two groups of genes found to be controlled by SigA consistent with the literature and the results of modelling. The two groups differ in the sign of the parameter w (positive or negative). Complete operons are listed; genes found by modelling are shown in bold. The genes that are not in bold did not satisfy the modelling constraints.
Negative control w<0

The expression profiles of those genes found to be positively controlled by SigA are shown in Figure 2A, those that were found not to be controlled by SigA are shown in Figure 2B. The profiles in Figure 2 were, for display purposes, normalized to have zero mean and the same standard deviation.
Figure 2. Normalized expression profiles of genes A. found to be under control of SigA (red thick line), B. genes that might not be under control of SigA.

Either the expression profiles of the positively controlled group (Figure 2A) followed the profile of SigA mRNA, or their reaction to the SigA mRNA concentration was prolonged or delayed. Compared to genes of the set that might not be controlled by SigA (121 genes, Figure 2B), the profiles in Figure 2A were consistent in shape. Interestingly, Figure 2B also shows that some genes had profiles consistent with the SigA mRNA only during roughly the first half of growth and could thus be modelled and consequently may be controlled in this period by SigA. Although their control by SigA was potentially possible, such genes were excluded from the list of SigA-controlled genes because the control did not affect the whole period. The 121 genes (organized in 56 operons) that might not be controlled by SigA are listed in Table 3.

Table 3. List of genes of the SigA regulon identified in the literature that could not be modeled with SigA as regulator. Complete operons are listed, and the genes found by modelling are shown in bold. The genes that are not in bold did not satisfy the modelling constraints.
From the kinetic point of view, the *sigA* gene itself could be regulated by SigI. Whether this interaction is possible needs to be tested experimentally. A literature search did not confirm or refute this hypothesis.

### 1.2. New SigA targets

To identify novel putative SigA-controlled genes, we identified all genes that were not identified in databases as members of the SigA regulon and extracted their kinetic profiles. Altogether, we selected 3158 genes. Then, we modelled their expression profile with SigA (sigA mRNA) as the regulator. Of the 3158, 2582 gene expression profiles were excluded because their expression profiles were too low to make reliable conclusions. Of the remaining profiles, 575 satisfied general goodness of fit criteria (the model curve was within the confidence interval of the measured expression profile of the given gene). From this set,
For the selected genes from Table 4, we analysed their ontologies and identified functional

For the selected genes from Table 4, we analysed their ontologies and identified functional
characteristics that were more abundant among these genes than in the whole set of genes. The results are summarized in Figure 3 (lists of specific genes in individual categories are in Supplemental_Table_S3).

Figure 3. Gene ontologies for potential SigA targets (red) compared with the group of genes known to be positively regulated with SigA (blue, Table 2). The bars show relative enrichment of the respective functional group within the subset compared to the number of genes in this functional group among all genes.

Figure 3 shows that most of the newly predicted SigA-dependent genes are involved in essential functions of the cell, such as DNA repair, transcription, and translation. The enriched functional groups of predicted and confirmed groups of genes were mostly similar and differed mainly in the groups related to “nucleotide metabolism,” “cell envelope and cell
division,” and “phosphoproteins”. For these functional groups, the number of genes in the predicted group was only about half of those in the known SigA regulon. “Homeostasis” genes were present only among the newly predicted SigA regulated genes. These predicted homeostasis genes are mainly involved in iron transport (e.g., [26]), and for one of them, ytpQ, a putative SigA-dependent promoter was previously proposed, consistent with our prediction [27]. Additionally, the genes of the “genetics” group were more abundant in the predicted set than in the confirmed SigA regulon. The important cellular functions of the newly predicted SigA-dependent genes from this group were consistent with their regulation by SigA (e.g., genes involved in DNA synthesis and manipulation: polC - DNA polymerase III (alpha subunit) [28], ligA - DNA ligase [29], or topB - DNA topoisomerase III [30]).

1.3. Alternative regulators of the SigA regulon

For the 121 genes that were found not to be controlled by SigA by kinetic modelling, we tried to find possible alternative sigma factors that could control their expression. These alternative sigma factors were SigB, SigD, SigH, SigI, SigL, SigM, SigW, SigX, and SigY. Other sigma factors were not considered because either their profiles were missing in the time series dataset or their overall expression was too low to be reliably used in the model. In some cases, equivalent fits for the expression profiles of particular target genes were achieved with more than one sigma factor. In these cases, we listed all sigma factors for given target genes that could fit the expression profile of the gene. Such regulations (sigma factor-target gene interactions) should be considered as equivalent. A summary of the results, including model parameters, is given in Supplemental_Table_S4. The results showed that SigB was the most frequently predicted alternative regulator, regulating 81 genes, 16 of which were negatively regulated by SigB (we found experimental evidence for control of the comQ-comX operon by SigB; data not shown). The second most frequent alternative regulator was SigX (77 genes). The other regulators were SigL (73 genes), SigM (46 genes), SigW (43 genes), SigH (39 genes), SigD (37 genes), SigY (36 genes), and SigI (33 genes).
Literature searches for the alternative interactions suggested in Supplemental_Table_S4 provided evidence for the following sigma factor–regulated gene pairs:

SigB (18 genes): \textit{gtaB} [31], \textit{nadE} [32], \textit{yceC} [33], \textit{ctc} [34], \textit{yjbD} [35], \textit{guaD} [36], \textit{mcsA} [37], \textit{rsbV} [33], \textit{rsbW} [33], \textit{rsbX} [33], \textit{yceD} [36], \textit{yjbC} [38], \textit{clpC} [37], \textit{clpP} [39], \textit{mcsB} [37], \textit{yfkH}, \textit{yfkI} and \textit{yfkJ} [40]. SigM (2 genes) - \textit{ylxW} and \textit{ylxX} [41]. SigW (2 genes) - \textit{yceD} [42], \textit{yjbD} [38].

1.4. Sigma factors from the SigA regulon

The SigA regulon also contains several sigma factors, SigE, SigD, SigH, SigM, SigX, SigF (SigH regulon), YlaC, and SigG (SigF regulon). SigE, SigG, SigF and YlaC were excluded from the analysis because their expression profiles had very low overall values and a high variance that might have caused false results during modelling. The expression profiles (respective mRNAs) of the \textit{sigA}, \textit{sigD}, \textit{sigH}, \textit{sigM}, and \textit{sigX} genes are shown in Figure 4, illustrating the prominent role of SigA. We analysed the regulons of these sigma factors and modelled the kinetic interactions between individual sigma factors and their regulons. The expression profiles of each gene and regulators suggested by the model, together with the parameters of the model and regulators found by the model, are summarized in Supplemental_Table_S5 for all genes mentioned below. Figure 5 shows examples of genes/operons confirmed to be controlled by a given sigma factor, together with profiles where the control was not confirmed. In the next paragraph, we summarize the modelling results for the above sigma factors. Detailed descriptions of individual genes of the respective regulons together with literature references supporting our findings can be found in Supplemental_text_S6.
Figure 4. Expression profiles (mRNAs) of sigma factors of the SigA regulon during germination and outgrowth. Red - SigA, green - SigD, blue - SigH, cyan - SigM, magenta - SigX. Horizontal axis - time in minutes, vertical axis - microarray units.
Figure 5. Examples of genes and operons that were reliably modelled using respective sigma factor mRNA expression profile (column A) and those that could not be modelled (column B).

1.4.1. SigM regulon

SigM is an ECF-type sigma factor and is required for adaptation to inhibitors of peptidoglycan synthesis and survival at high salt concentration [43, 44]. SigM has been reported to be controlled by SigA and by itself in a feedback loop [44]. Kinetic modelling confirmed control of SigM by SigA. Control of SigM by itself is, from the point of view of the model, trivial. We analysed the kinetics of 72 of the 84 SigM-regulated genes. The expression profiles of the sigM regulon exhibited quite a large variety of profiles, and not all of them could be modelled with the sigM mRNA profile as the regulator because the peaks of expression of SigM and the incident genes differed too much to be explained by posttranscriptional events (e.g., for the yceC operon, the difference was ca. 40 min); in some cases, the peak of a regulated gene preceded the peak of the regulator (e.g., secDF or yebC, see Supplemental_Table_S5). We found that of the 72 analysed kinetic profiles, we found parameters for 24 that allowed us to model the profiles with SigM mRNA. The other profiles could be modelled with profiles of sigma factors other than sigM (see Supplemental_Table_S5, sheet sigM). For most of the large operons, we observed a phenomenon mentioned also for other regulons; i.e., the overall expression (parameter k1) decreased with the distance from the promoter. This phenomenon was particularly apparent for the dltA operon.

1.4.2. SigH regulon

SigH in Bacillus subtilis directs the transcription of genes in early stationary phase and is essential for sporulation [45, 46]. SigH itself has been reported to be controlled by SigA [47], and we found that the fit of its profile could be achieved only if SigD is taken as a second regulator controlling the later phase of growth. According to SubtiWiki, the SigH regulon is formed by 42 genes in 12 operons. Of the 42 genes suggested, only 8 were confirmed by
kinetic modelling. These genes were *hbs, spoIIAB, spo0M, lytE, phrC, phrI, rapK,* and *spoVG.* Possible alternative regulators for the remaining genes are listed in Supplemental_Table_S5, sheet sigH.

1.4.3. SigD regulon

SigD is involved in regulation of flagella synthesis, motility, and chemotaxis [48, 49]. *sigD* has been reported to be controlled by itself [50] and SigA [51]. However, for the regulation of *sigD* by SigA, we could not find parameters that would make a satisfactory fit for the data set used; the shapes of SigA and SigD mRNA profiles are almost opposite (see Figure 4). However, *sigD* expression is also regulated by CodY [52]. CodY is a transcription factor that responds to intracellular GTP concentration. CodY is a repressor, and at higher [GTP], it dissociates from DNA, thus relieving the repression [53]. Cells going into stationary phase and sporulation have markedly decreased GTP levels, which increase during outgrowth [54]. The CodY-dependent regulation of SigD may, in part, explain the absence of its immediate response to SigA.

According to SubtiWiki, the SigD regulon is formed by 70 genes in 12 operons, exhibiting two principal profiles: the first similar to the profile of the SigD, and the second exhibits a peak at different time points (for an example see Figure 5). The profiles of these genes were successfully modelled with SigD for 42 of the 70 genes in its regulon. For the remaining genes, alternative regulators were suggested (see Supplemental_Table_S5, sheet sigD). For most of the operons, the parameter k1 decreased with the distance from promoter.

1.4.4. SigX regulon

SigX is an extracytoplasmic sigma factor (ECF) that helps the bacterial cell survive at high temperature, participates in the regulation of peptidoglycan synthesis and turnover, and coordinates antibiotic stress response [55-57]. *sigX* has been reported to be controlled by SigA [55]. Modelling confirmed this observation, with a relatively low decay rate constant in the model.
According to SubtiWiki, the SigX regulon is formed by 29 genes, including 6 operons. The kinetics of the SigX regulon genes are quite diverse, and a brief comparison with the SigX profile shows that many of the genes cannot be controlled by SigX; their peak of expression precedes that of SigX (see Figure 5). This simple observation was also confirmed by modelling, which showed that of the 29 analysed expression profiles of the databased SigX regulon, 25 could be modelled better with a profile other than that of SigX (see Supplemental_Table_S5, sheet sigX).

1.5. Validation of selected predictions

We assessed the robustness of the model by experimentally testing selected interactions. To gauge the validity of these predictions, we selected the upstream regions of 10 genes that were predicted to be SigA-dependent and whose kinetic profiles correlated perfectly with the SigA profile (see Supplemental_Table_S1 for the full list). The upstream regions belonged to genes that were either monocistronic or positioned as the first genes of respective operons. Subsequently, for each upstream region, we prepared two PCR fragments. The shorter fragment lacked approximately 30 bp from the 3’ end in the direction of expected transcription. This was to distinguish the direction of transcription from the DNA fragments. Subsequently, we performed in vitro transcriptions in a defined system with B. subtilis RNAP-SigA holoenzyme with these fragments as templates.

As a positive control, we used the strong constitutive SigA-dependent Pveg promoter [58]. As a negative control, we used the RNAP core without sigma factors. Transcription signals were then obtained with RNAP complexed with SigA for 5 of the 10 tested gene upstream regions, thus suggesting the presence of SigA-dependent promoters for acpA, fbaA, rpmGA, ykpA, and yyaF, in the expected orientation in each case (Figure 6). The first two transcribed genes are involved in fatty acid biosynthesis [59] and carbon core metabolism [60]; the next encodes ribosomal protein L33a [61]; and the last two are a putative ABC transporter [62] and a putative GTP-binding protein [63], respectively.
Figure 6. *In vitro* multiple round transcriptions of DNA fragments derived from upstream regions of genes predicted to be SigA-dependent. (A) Representative primary data. Each reaction was performed with the RNAP core and SigA-containing holoenzyme to demonstrate that the core had not been contaminated with sigma factors prior to its reconstitution with SigA. Radioactively labelled samples were loaded onto polyacrylamide gels. Pveg was used as a positive control. Transcript length was calculated with an RNA ladder (data not shown). The differences in length between the long and shortened fragment variants were in the 29-36 bp range. The distance between the long and shortened transcript variants in the gel differed for different promoters because each transcript had a unique length. Asterisks indicate the specific transcripts. The upper part of the figure shows respective kinetic modelling results. Red, SigA mRNA; black, specific gene. The scaling between boxes varies to accommodate the graphs as the levels of specific transcripts differed over a wide range. (B) Alignment of putative promoter sequences identified by *in vitro* transcription assays. The −35 and −10 hexamers and the transcription start sites (+1)
are indicated in red. Spacer regions between -35 and -10 hexamers are indicated.

The upstream region of the acpA gene was one of the 5 that were experimentally verified. According to DBTBS, the acpA gene was not present in the list of known SigA-dependent genes. However, we subsequently found that the acpP gene is synonymous with the acpA gene for which a SigA-dependent promoter had been previously reported [64]. Indeed, we detected this promoter in our in vitro transcription experiments (data not shown). Nevertheless, we found an additional, so far unknown SigA-dependent promoter upstream of the already known promoter of the acpA gene (Figure 6).

The lack of transcription from the remaining 5 upstream regions (data not shown) might be a consequence of a requirement for additional transcription factor(s), different reaction conditions or the absence of SigA-dependent promoters in these DNA fragments.

1.6. Analysis of promoter sequences

Finally, we performed sequence analysis of SigA-dependent promoters of genes that had been, or had not been verified by our kinetic analysis to be regulated by SigA during germination and outgrowth (Table 2 and 3, Supplemental Table 6 and 7). A sequence logo, based on 70 known promoters for genes from Table 2 (those consistent with our kinetic analysis), is shown in Figure 7B. A sequence log, based on 43 known promoters for genes from Table 3 (those inconsistent with our kinetic analysis) is shown in Figure 7C. Both these logos resemble the M14 consensus sequence of SigA-dependent promoters as reported by Nicholas and colleagues [3] (Figure 7A). A sequence logo created from the five newly identified promoters (Figure 7C) is consistent with the M14 logo, but we note that the size of the sample was too small for reliable analysis.
Figure 7. Comparisons of sequence logos. (A) The M14 motif of SigA-dependent promoters according to Nicolas and colleagues [3]. (B) The sequence motif of known SigA-dependent promoters verified by the kinetic model. The logo was created from sequences listed in Table
2 (Supplemental Table 6). The numbering of the horizontal axis was done according to Nicolas and colleagues. (C) The sequence motif of known SigA-dependent promoters that were not verified by the kinetic model. The logo was created from sequences listed in Table 3 (Supplemental Table 6). (D) The sequence logo for the experimentally verified SigA dependent promoters from Figure 6.

2. Discussion

Here, we analysed the expression of B. subtilis genes during spore germination and outgrowth, as measured by microarrays in a unique time course experiment consisting of 14 time points spaced at 5- to 10-min intervals (see Methods; [10]). This experiment allowed us to create a time series of gene expression for SigA, other sigma factors from the SigA regulon, and their target genes. The time series were then subjected to kinetic analysis based on a computational model of gene expression (see Methods). The modelling was able to (i) discriminate for possible regulatory interactions among the sigma factors and their putative target genes, (ii) optimize parameters of the model that could be used to computationally simulate the accumulation of mRNA of a gene under the control of a specific sigma factor, (iii) find other possible regulators of specific genes or suggest a new mechanism of control of a gene by computing the profile of an unknown regulator that could explain the observed expression profile, (iv) suggest new SigA-dependent genes (selected predictions were subsequently validated experimentally), (v) create a specific SigA-controlled gene expression network that is active under the conditions measured by the microarray time series, and (vi) identify a promoter sequence logos associated with the SigA-dependent promoters that are, or are not, dominantly regulated by SigA during germination and outgrowth.

Of the 850 genes in the SigA regulon suggested by SubtiWiki, we kinetically analysed 311 expression profiles, 190 of which were confirmed as possible target genes of SigA that also satisfied the kinetics-based criteria for the conditions covered by the microarray time series.
Consequent analysis of the remaining time series data suggested another 214 genes as putative targets of SigA. Using *in vitro* transcription experiments we demonstrated for five of the ten newly predicted SigA-dependent genes are indeed transcribed by RNAP with SigA. The dependence of these genes on the housekeeping sigma factor was consistent with their cellular roles (fatty acid biosynthesis, carbon core metabolism, and ribosomal protein) and core promoter sequence (Figures 6B and 7D). The data complemented the information of the SigA regulation network in *B. subtilis* during germination and outgrowth and extended the list of known SigA-dependent genes.

Further, a promoter sequence logo was determined for SigA-dependent genes that were found to be controlled by SigA during germination and outgrowth (Figure 7B), closely matching the M14 logo reported by Nicholas and colleagues [3]. However, the promoter logo of SigA dependent genes that were found not under control of SigA was almost identical (Fig. 7C), indicating additional level of control for the genes whose profiles could not be modeled with SigA. Taken together, the results show that for the SigA regulon, ~ 60% of the gene expression profiles analysed were consistent with the kinetic analysis and directly regulated by SigA without the requirement for additional regulators or modulators. The remaining 40% displayed more complex kinetics. This kinetics was not dependent on the core promoter sequence but rather could be explained by additional layers of regulation, such as alternative sigma or/and transcription factors (e.g. gene/regulator gtaB/SigB [31] cysK/CymR+Spx [65, 66]; ackA/CcpA+CodY [67, 68]) Thus, the kinetic analysis is clearly able to distinguish between genes where the dominant regulator is the sigma factor and where other regulators must be involved.

Of the alternative sigma factor regulons, the SigD regulon displayed the best fit between modelling and experimental evidence (42 of the 73 genes could be modelled satisfactorily). For the remaining sigma factors (SigM, H, X) the fit was less successful, pointing perhaps to other modes of regulation of these genes during germination and outgrowth. In the cases where a suggested sigma factor did not model the profiles of the genes of its regulon,
alternative sigma factors satisfying the kinetics-based criteria were suggested. Nevertheless, the genes from the alternative sigma factors’ regulons that were confirmed by our analysis suggest that the respective sigma factors play a role also during germination and outgrowth. Finally, for most of the large operons, we observed that the overall expression decreased with the distance from the promoter. This phenomenon was also observed for \textit{Streptomyces coelicolor} and is discussed in the paper of Laing et al [69].

A visualization of the regulatory network can be found online at https://cas-bioinf.github.io/bsubtilis-web/. The graph contains both the regulatory network derived from the literature and the network of regulations we determined as kinetically plausible.

Alternative modes of control such as anti- and anti-anti-sigma factors [70] or others (e.g., attenuation, additional transcription factors) were ignored in this study, although such modes of control could help explain some of the observed kinetics. However, for such complex analysis, additional information, which is not always available, would be required; this exceeds the scope of this study, which focused on the direct regulatory interactions between a regulator (SigA) and its target genes. Nevertheless, an alternative and thus far uncharacterized control is most likely involved in sigma factor-target gene interactions, where a negative value of the parameter $w$ of the model was found. This implies a putative repressive role for sigma factors that will require further study to be understood in detail.

Finally, over the last several years, the amount of available data from massively parallel experiments has grown exponentially, and most data are evaluated only within the narrow focus of the paper for which they were prepared. The huge amount of information contained in data in public repositories remains unexplored, although studies are emerging that focus on their exploitation [71, 72]. We believe that our analysis of the system described here will contribute to addressing this challenge.
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